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Abstract. Every year we are seeing an increase in the number of information systems and services designed to provide 
interactive services for Internet users. With this you can bind a significant increase in the flow of information to be 
processed and data transfer over the network. Currently, for these purposes, as a rule, used rented computing power, 
located in the data center (DC). In this case, the actual problem is the research and development of algorithms and 
methods of performance management and optimization of hardware and software resources provided for the operation 
of services. In the framework of the present study we have constructed a model of storing and organizing shared access 
to data using the cloud platform used to provide access to multimedia educational resources deployed in the distance 
learning system. 
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1 Introduction 
 
Now due to the need to build a scalable solutions for high-loaded services using the cloud model resources received 
wide distribution. This approach is very effective for the organization indefinitely extensible web services, as well as 
services via scalable repository for access to large volumes of data. One aspect of these services is the creation of 
multimedia resources to broadcast the video in real time and on demand. The most widely used of these resources 
received during training using distance learning technologies. The main advantages of cloud computing are: 

• unified access - users have access not only to the data, but also to the resource as a whole, which is very 
important in the construction of highly loaded applications; 

• flexibility - the consumer of resources alone can determine and change the computing needs, such as server 
time, access speed and data processing, the required amount of data to be placed; 

• pooling of resources - the ability to consolidate multiple services using the exact same hardware base, while 
managing the distributed computing power between consumers in terms of the dynamic of demand resources. 

Moreover, one of the advantages of using cloud is a possibility to choose architecture (infrastructure as a service, 
platform as a service, program as service, etc.) for the organization of access from the outside to the shared resource 
pools. However, this, in turn, imposes some limitations on ability to control and use of shared computing power of the 
hardware platform. The most common use of cloud at the moment - it is a platform as a service. In addition to unlimited 
scalability, this architecture allows users to control the flow of requests, not only at the application level. Users can use 
network and hardware level too. 

Despite the universal architecture of clouds, some services require a special approach. Thus, in the considered area 
(educational multimedia resources) there are some of factors that can affect the performance of the resource: 
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• The load on the servers is periodic. The access to multiple resources with different types of content occurs 
simultaneously. In most cases, existing equipment cannot serve all customers without the use of load balancing. 

• Up to 90% of the load is predetermined, since access to the resources used by pre-registration (subscription 
to services). Using standard tools can not account for a predetermined load and allocate it to the limited resources. 

In addition, it is worth noting that 80% of the resources in demand is only 20% of the time. Just as we have found 
that a single point of aggregation is the system storage (NAS), which provides the processing of requests from 
consumers for multimedia educational services. Consequently, the efficiency of multimedia service, as well as the 
quality of services provided depends on the performance of the data warehouse.  

This study aims at improving the efficiency of storage as elements of cloud services through the development of 
algorithms for scheduling cells and migration management in distributed data nodes. 

 

2 Theoretical Part 
 
A key differentiator of multimedia data storage is heterogeneity placed information (text, audio, video or data), and as a 
consequence of different approaches to provide access to it. When using a cloud service sends the user to the 
application are placed in a global queue handled by the controller. The controller uses the queue inherent in it a set of 
rules of service requests and distributes the application on the compute nodes (figure 1). 

 

In addition to data access methods is essential to the intensity of treatment to the different elements, which can be 
obtained with the use of intra-user identification algorithms, which in turn allows us to estimate and forecast the 
demand load on the storage system. In this regard, an important aspect of management system, with a significant 
increase in downstream applications is competently arrange the placement and distribution of data elements for devices 
[2,3]. In this case, the parameters of assessment include: the waiting time in the queue and the execution time of the 
application.  

A distinctive feature of cloud storage is the reconfiguration of the structure depending on the resources consumed. 
This in turn enables you to implement optimization algorithms in terms of placement of data within the disk space, and 
manage change in the number of the system's devices. The process of optimizing the placement should not lead to a 
decrease in the quality of customer service storage, this must be considered in the algorithms of network capacity and 
the maximum amount of data that can be transmitted at one time. [4] Additionally, you must take into account the 
current load on the devices themselves, as well as their location relative to each other and to clients that connect to 
them. 

Given the specificity of the multimedia service, and using statistics of receipt of applications in the system based on 
the typical model of customer behavior (the user), we have developed an algorithm to optimize the data access 
mechanism. Depending on the nature of the query identifies the following conditions of the algorithm: 

• access to dynamic (streaming) data (audio and video); 

• access to static data (text, documents, archives). 

To optimize data access mechanisms necessary to construct a general model of user requirements for the storage 
system. Suppose R=(U,M,Q), where U = {u1,u2,…} – set of users; М = {m1,m2,…} – set of unique data elements to be 
placed in storage devices. The minimum unit of data we assume mi file with mandatory property h - size. 

Fig. 1. Scheme query in the cloud 
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To ensure safe storage and load balancing between storage devices define the distribution function of data elements 
for this we introduce the set Мс={  ,m,m,m,,m,m,m 321321 j
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im  - k-th placed a copy of the data 
element (mi) on jk storage device, provided k≥3.  

Т Then the distribution of data items for storage devices becomes P:Mс → D. 

Based on the above, we write the user requirements for data items.Q:U → X ⊆ Mс, where Х – set of data requested 
by set of users U. Then, data storage can be written as cortege S=(Mс,D,P,L,C,R,G), where 

D={d1,d2,…} – set of device storage; 

L={l1,l2,…} – set of values which characterizes load of each storage device (number of simultaneous user requests 
to a specific device); 

C={c1,c2,…} – set of values that characterizes the amount of each of the devices in the store; 

G∈N – natural factor specifying the geographical (topological) priority use a storage. 

Typically, for large cloud structures used consolidated storage, consisting of farms spanning multiple repositories in 
a single array. We represent it as Sfarm={S1,S2,…}. 

Since the performance of user requirements change over time, transform cortege requirements R(t)=(U,Mс,Q(t)). 
Then Q(t):U → X ⊆ Mс – user requirements for data elements that change over time. Because in addition to the activity 
of users to edit the repository, write cortege storage depending on the time S(t)=(Mс(t),D(t),P(t),L(t),C,R(t),G), где 

D(t)={d1,d2,…}  - set of storage devices, which change over time, such that ∀t, D(t)>0;  

P(t):Mс → D – distribution function of the data items to a storage device, a time-varying. 

At the same time to optimize the cost of the hardware resources and reduce device being used simultaneously 
introduce cortege relations Scloud(t)={S(t),D(t),Duse(t)}, где ∀t, Duse(t) ⊆ D(t) Set of storage devices used in a scalable 
storage S at time t. In addition, scaling storage and data migration, the condition ∀t, i,j i≠j ⇒ Di(t)∩Dj(t)=0, when 
migrating data store should not use the same device. This will ensure that as the speed of processing information, and 
ensure reasonable reconfiguration. 

Thus, to minimize the number of simultaneously used storage devices in a single, scalable storage, and maximize 
the number of requests processed per unit of time users, we introduce an objective function of the form: 
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As a rule, to spread the load and improve performance scalable repository, duplication and transfer data between 
devices in the same system used cache areas (arrays of devices that permit rapid processing of read / write), built with 
solid-state SSD drives or high volume memory [5]. However, the algorithms and methods of use of such resources are 
not adequate. Most often, the device cache of filled most popular data is not used in the model user behavior. Typically, 
when accessing multimedia service client sends multiple requests sequentially to obtain data. As part of an educational 
multimedia service can predict a set of requested data and the order they are received, allowing you to build the forecast 
and make a reservation of computing resources to solve the problem. 

Using the above, an algorithm to optimize the user's access to multimeydiynym data. 

Step 1. Receiving input parameters. 

When registering a new request, allocated nodes (storage, D), containing the necessary data and analyze their load 
(L), and the geographical priority over client (G). Determine the type (static, dynamic) and the rating of demand 
requested data, based on statistics of requests. 

Step 2. Request processing. 

For static data using the received data in step 1 (G, L), determines the optimal node. 

For dynamic data is to find the necessary data item in the cache area. If it is not found, the procedure is performed 
with optimal data caching node, obtained with the use of indicators (G, L). 

Furthermore, using the search algorithm relations, taking into account the demand for ratings of resources formed a 
list of items that can be requested by the client in the near future. In addition to an efficient algorithm, also looks the 
least loaded nodes in the system containing the necessary data, which in turn allows you to partially insulate the process 
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from the main cache of operations performed by the system. Using this data, performed the procedure cache. The 
number of elements depends on the relevance of the initial data and the total load on the system. 

Step 3. Data transfer. Requested at the current time data is sent to the user from the selected source. 

Step 4. Post-processing of results. At the end of the algorithm stored in the database is updated resource demand 
ratings used in the processing elements. 

The proposed algorithm and the requirements model as the basis of the developed load-balancing mechanism and 
element distribution data storage devices. Simulation model developed by the storage system allows the study to 
establish the dependence of the performance of the distribution of data in the storage. To evaluate the effectiveness of 
the algorithm we used to simulate the system with various options. One of the commonly used models is the initial 
placement of data in a single copy on a minimum number of devices. At the same for all devices in the research process, 
a limitation on the maximum capacity L. The effectiveness of the algorithm is evaluated by comparing the length of the 
queue of the total number of applications simultaneously in the system, and the number of dropped requests. The 
modeling revealed significant congestion nodes, suggesting an inefficient distribution of load (Fig. 2).  

 

When operating systems are often highly loaded used method of redundancy (backup) data to ensure the integrity 
and organization of distributed repositories. The number of copies of each of the elements to be placed may vary, which 
can cause an imbalance of resource consumption. However this study using simulated storage showed that the increase 
in the number of copies of items placed data provides performance gains (number of applications at the same time 
served) on average 1.5 times (см. Fig. 3). 

 

Fig. 2. Queuing diagram for a single copy of data 

Fig. 3. Diagram applications service with the minimum number of devices 
with multiple instances of data 
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However, using this approach to the placement of data the following drawbacks:  

• continued scaling of data elements and the positions they physically devices is not always possible; 
• some portion of the devices is overloaded, the other is unloaded, which means inefficient use of storage 

resources. 
Thus, this approach contradicts one of the goals we have solved the problem - reducing the use of resources. During 

the simulation the load on the storage we obtained pattern affecting system performance. Devices that store large 
volume (h) data remain under load longer than devices that contain data of small size. Most industrial storage analyze 
only the total volume of space used on the device when choosing IPO data element, which later caused problems during 
migration and back up items to other devices. To optimize the placement of elements in the data storage system 
simulator we added balancer, which produces a qualitative assessment of the location of data on the device by the 
amount of disk space occupied by the data elements as the number of large and small files. The relative evaluation of 
large and small file size is analyzed both in terms of devices and across storage systems in general. The simulation 
using the figures found on a minimum number of devices, to obtain additional gains of up to 5-7% (depending on the 
input data stream, and the total volume of data to be placed), subject to store multiple copies of data (Fig. 4).  

 

It should be noted that the application of these techniques can be complemented proposed in this paper predictive 
caching algorithm. To assess the effectiveness of the results of his work as a load balancer, storage systems, we 
conducted a comprehensive simulation using all the methods described above. As a result, a further increase in 
performance by 4-9% (depending on the method of placing the initial data) (см. Fig. 5). 

 

Fig. 4. Diagram applications service with the minimum number of devices 
with intelligent data placement 

Fig. 5. Diagram applications service with the minimum number of devices 
with intelligent placement and data caching 
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3 Conclusion 
 
Thus, assessing the overall performance of the load-balancing algorithm and data placement in the organization of 
access to educational multimedia resources, you can get the performance boost of 5 to 15% compared with the standard 
means that is highly effective at high intensity requests. In addition, the resulting objective function and built model can 
be used to further study the effectiveness of the use of hardware and software resources to improve the quality of 
service in distributed information systems of distance learning. 
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